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MedNet and its predecessor, 

NeuroNet, have been in use 

since 1985. The current system 

provides real-time monitoring 

and multiparty consultation 

during 1,600 brain surgeries 

per year. 

T he field of medicine is a natural application for distributed, col- 
laborative multimedia systems. The data types, manipulations, 
and user interactions are broad and demanding, since the med- 

ical environment involves potentially life-critical decisions and integra- 
tion of a rich data set. 

One area where a collaborative system can substantially improve patient 
care is clinical neurophysiology, a consultative service of diagnostic and 
monitoring techniques used to assess nervous system function. Diagnostic 
techniques include neuroelectric measurements from muscles, periph- 
eral nerves, and the brain, and blood flow measurements from intracra- 
nial arteries. During brain surgery, monitoring techniques help prevent 
damage to nervous system structures bycontinuouslymeasuring activity 
recorded directly from the brain in real time. 

This article discusses an ongoing, long-term, distributed multimedia 
project developed at the University of Pittsburgh Medical Center and used 
on a daily basis at seven hospitals and multiple diagnostic and research 
laboratories. Multimedia MedNet functions as a real-time medical com- 
mand, control, and communication system running in a general-purpose 
hospital computing environment. MedNet provides real-time monitoring 
and multiparty consultation and collaboration during brain surgery for 
approximately 1,600 cases per year. This intraoperative monitoring places 
a real-time control loop around the patient and surgeon to warn the sur- 
geon when the patient’s nervous system is being damaged. These real- 
time monitoring and collaborative functions distinguish MedNet from 
other distributed medical multimedia systems, which are used primarily 
for picture archiving and teleconferencing.’ 

MedNet design and implementation began in 1985 and has included 
several phases.2-4 A key goal was to build a production-quality system by 
combining off-the shelf components, such as an unmodified Unix oper- 
ating system (with no real-time scheduler), with hardware and software 
developed specifically for MedNet and its earlier version, NeuroNet. 

A major challenge in implementing MedNet is to develop techniques 
for the appropriate processing and display of real-time multimodal med- 
ical information. The phase currently under implementation, Phase II 
MedNet, uses a purely digital system. Phase I experiences generated two 
major design criteria that are crucial to the success of Phase II: 

l Develop effective communication control strategies to handle the wide 
variety of real-time data types that arise in a medical environment, 
including audio, neurophysiological, and video. 

l Design effective system-level support for users’ collaborative activities 
within MedNet. 

In addition, the communication strategy for Phase II must support a large 
distributed system and should be interoperable with future communica- 
tion infrastructures. 
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Phase II incorporates a new group-communication 
protocol for distributed multimedia systems called 
DIPCS (Distributed InterProcess Communication 
System).5 The basic design tenet of DIPCS is that com- 
munication management and support are determined 
from human activities during a particular communica- 
tion session, not from the types of media involved in that 
session. Phase II MedNet represents the final integra- 
tion of all sources of information into a unified digital 
system. 

MEDNET AS A MULTIMEDIA 
COMMAND AND CONTROL SYSTEM 

NeuroNet,2a3 the precursor to MedNet, was designed to 
support real-time neurophysiological intraoperative mon- 
itoring, intensive care unit monitoring, and diagnostic 
evaluation. It also provided distributed consultative sup- 
port. The Apollo Domain file system was NeuroNet’s basic 
communication system. 

The current implementation, Phase I MedNet,4 includes 
over 100 computer nodes in service at the University of 

lntraoperative monitoring within MedNet 
The following case shows the time-critical nature of l Channel 2, corresponding to the left side of the brain, is 

MedNet data and the value of remote collaboration. A  used as control data. 
patient was being operated on for a right carottd 
endarterectomy, which is associated with decreased blood Both channels have distinct troughs and peaks in the wave- 

- flow to the brain. The consulting neurophysiologist was form. These are the areas of interest to the neurophysiolo- 
remotely monitoring the progress of this case, along with gist. The negative trough running down both channels is 
several other cases at different hospitals, via data obtained called N20 and corresponds to electrical activity projecting to 
From the right and left hemispheres of the patient’s brain. the cortex, while the positive peaks next to it are called P30 

The accompanying screen shows the data file for this case. and correspond to excitation of the cortex itself. 
There are two channels of neurophysiological information, Shortly after the surgeon clamped the right carotid artery, 
rorresponding to the output of two sensors: the response from the right hemisphere appeared reduced in 

amplitude. This obser\,ation was made remotely, across the 
m  Channel 1 measures activity from the right side of the network, by the neurophysiologist. This can be seen in 

brain, where the operation is taking place, waveform A  (in the figure) along with the corresponding 
annotation from the technician. 

Operative side Control side 

The neurophysiologist immediately 
informed the surgeon of the change. 
Upon closer inspection of the data in 

--__ 
Figure A. Evoked potentials collected using MedNet during surgery. There are 
two channels of data, from the left side and the right side of the brain. Chan- 
nel 1 is where the operation is taking place; Channel 2 is used for control pur- 
poses. The troughs and peaks in both channels represent the strength of ner- 
vous system response and are used to judge nervous system integrity during 

the operating room, it was hypothe- 
sized that the patient may have had 
a thrombus, a blockage to the right 
middle cerebral artery, at the t ime 
the right carotid artery was clamped 
due to the formation of clotted 
blood particles. The surgeon placed 
a shunt to rule out that possibility, 
but the shunt did not correct the 
observation (waveform B). So the 
patient was started on barbiturates 
to reduce the metabolic demand, 
and an arteriogram, an intraop- 
ertive evaluation of blood flow 
through the arteries, was performed. 
Prior to performing the arterio- 
gram, the surgeon completed the 
endarterectomy. The arteriogram 
detected a blockage at the mouth of 
the middle cerebral artery, and this 
blockage was then dissolved intra- 
operatively. The barbiturates were 
discontinued. Upon completion of 
the case the EPs (evoked potentials) 
had returned to 50 percent of base- 
line (waveform C) amplitude, and 
the patient awoke with a mild weak- 
ness, which eventually resolved. 



Pittsburgh’s seven hospitals. Besides neurophysiological 
data, Phase I MedNet incorporates real-time data streams 
of digitized audio as well as extensive physiological and 
computer-generated data. Phase I also incorporates video 
streams transported by a parallel, broadband, analog net- 
workinto MedNet workstations. Phase I notably enhances 
the diagnostic and consultative functions of the original 
NeuroNet by more comprehensively portraying a patient’s 
condition and internally providing effective multiway con- 
sultation among remote health care providers. 

MedNet allows continuous surveillance of the patient’s 
condition during brain surgery; neurophysiologists can 
provide immediate feedback to neurosurgeons. For exam- 
ple, the “Intraoperative monitoringwith MedNet” sidebar 
presents a case where the use of MedNet’s remote moni- 
toring prevented serious damage to a patient’s nervous 
system during an operation. 

Neurophysiological data enables assessment of a pa- 
tient’s nervous system during neurosurgery. However, an 
intraoperative assessment is best made when based on 
neurophysiological information in conjunction with 
accompanying real-time video and audio data from the 
operating room. The reason is that correct interpretation 
of intraoperative data highly depends on surgical manip- 
ulations occurring in the operative field. Without remote 
access to the video images, accompanying audio infor- 
mation, and the neurophysiological data, the neurophys- 
iologist must be in the operating room more often, limiting 
simultaneous case monitoring by one neurophysiologist. 

In practice, a neurotechnician operates a mobile 
MedNet node connected to the network during an entire 
operative or diagnostic procedure. Both the technician 
and the mobile node are at the procedure site. The tech- 
nician runs various tests, which can be displayed at any 
MedNet node on the network, and often textually anno- 
tates such tests. Neurophysiologists can monitor these 
tests remotely via a MedNet node that may include video 
images of the operation and audio monitoring and multi- 
way communication between operating room personnel 
and neurophysiologists. All diagnostic tests and proce- 
dures are stored for subsequent retrieval, analysis, and 
report preparation. 

Hence, MedNet’s functional requirements include 

l simultaneous acquisition and distribution of video, 
audio, neurophysiological, and autonomic data; 

l real-time display and analysis of digital data acquired 
locally and remotely; 

l a reliable, appropriate platform for distributed moni- 
toring and collaboration activities within the applica- 
tion; and 

l dependable, convenient archival storage of all data. 

IMPLEMENTATION OF PHASE I 
HARDWARE 

Phase I MedNet was built with stimulators, recording 
amplifiers, and off-the-shelf computer and communica- 
tion hardware. 
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Figure 1. Diagram of medical center digital and analog networks, showing operating rooms, intensive care 
units, labs, offices, and the connections between them. 
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Figure 2. Phase I MedNet screen. The video picture is from a video camera aligned with the operating micro- 
scope. The two windows showing waveforms are from intraoperative neurophysiological information that 
is acquired and digitally processed in real time. Each waveform window represents a different case. The 
NeuroComm window shows other users on the network; they communicate through a multiway audio pro- 
gram or an X-Windows based program. 

Network 
The communication infrastructure contains analog and 

digital networks, as shown in Figure 1. The system is 
designed around an Ethernet backbone for digital infor- 
mation (including audio) and a parallel CATV system for 
video and audio (broadband, 450 MHz). 

Two video sources from the operating room are inte- 
grated in the system. Many neurosurgical operations use 
microscopes equipped with video cameras, and in some 
operating rooms, a ceiling-mounted video camera focuses 
on the operative field. Both video sources have an accom- 
panying audio channel. These video images, along with 
the audio channel, are transported by the analog broad- 
band network and displayed directly into MedNet work- 
stations via Hewlett-Packard VideoLive software and 
hardware. Sequences are captured, stored on disk, and 
retrieved for later use with a dedicated video card. An 
additional source of audio data from hardware within the 
MedNet nodes is transported through the digital network, 
which has connections in 44 operating rooms, two inter- 
ventional neuroradiologyrooms, 20 neuro-intensive care 
beds, over 180 other ICU beds, 10 diagnostic laboratories, 
and several research laboratories. 

The analog broadband network is installed in four oper- 
ating rooms at Presbyterian University Hospital and three 
operating rooms at Children’s Hospital of Pittsburgh. 
These parallel networks extend to all the neurosurgery 
and neurophysiology faculty offices at the health center, 
as well as several conference and lecture rooms. This 
enables these facilities to support not only more effective 
clinical care but also research, teaching, and general con- 
sultation tasks. 

Nodes 
Three types of MedNet nodes can be directly attached to 

the network. The first is a mobile rack-mounted node for 
patient monitoring and testing in operating rooms and 
intensive care units. If necessary, these nodes can func- 
tion in a stand-alone mode. A second type of data acqui- 
sition node is stationary and is used to test patients in 
diagnostic or research laboratories. The third type is a 
workstation for remote monitoring. It contains a MedNet 
node with audio hardware and an HP VideoLive card that 
can display video images on the workstation screen. Video 
input is obtained through a local tuner in a VCR attached 
to the CATV network. Primary users of these nodes include 
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neurophysiologists (performing remote monitoring), com- 
puter support personnel (developing and monitoring net- 
work functions), and administrative and clinical staff. 
These nodes support both distributed consultative tools 
and general-purpose computing. 

All patient testing and monitoring is performed on 
workstations equipped with a data acquisition controller 
that provides an interface between the workstation and 
the electronics attached to the patient. The data acquisi- 
tion controller can acquire up to 64 input channels of phys- 
iological and neurophysiological data, with an aggregate 
sampling rate of 160 Kbytes/second. It provides digital 
and analog output for the generation of stimuli used to 
evoke activity in the patient’s nervous system. 

Extensive signal-processing algorithms are imple- 
mented on the local acquisition nodes. Signal processing 
routines at all MedNet nodes let the remote user control 
data analysis and display. Phase II will incorporate addi- 
tional physiological and other types of monitors, such as 
a transcranial doppler. This instrument monitors blood 
velocity through intracranial arteries. Its primary output 
is a video data stream. 

IMPLEMENTATION OF PHASE I 
SOFTWARE 

Conceptually, Phase I software has three parts: the inter- 
face, the communication protocol, and the file system. 

Interface 
Medical multimedia systems face a major challenge in 

integrating extensive real-time, multidimensional data 
before its use in the decision-making process. The MedNet 
interface is divided into four distinct X-Windows based 
programs: Test, Display, View, and Report. 

The Test program establishes an interface to the data 
acquisition hardware that lets the operator select one of a 
series of procedures or signal-acquisition modes. Test feeds 
the resulting raw data to the Display program on the local 
node, and passes either processed or raw data to the trans- 
port layer. 

The neurotechnician selects signal acquisition proce- 
dures and display routines through mouse-driven, push- 
button menus. Display provides both an oscilloscope-style 
window and a scrolling window to present the raw neu- 
rophysiological data as Test acquires it. The neurotechni- 
cian can textually annotate the wave forms, specify 
baseline traces for comparison, and pass the data through 
various signal-processing routines. The View program 
receives the data from Test and presents a variety of trend- 
ing displays, each independently controlled. When an 
operative procedure is started, View creates an indepen- 
dent window for each data component or other case being 
acquired. Figure 2 shows two View windows. Each win- 
dow displays four data channels. View receives data from 
the transport layer and updates the appropriate window. 

Users can review any component of a case by clicking 
on the appropriate window and requesting a particular 
subset of the data. Because View maintains a waveform 
history for a current case within one window and can eas- 
ily display a different test or case within a different win- 
dow, a neurophysiologist can rapidly assess multiple 
operations’ progress and communicate with any appro- 

priate party. Either an audio communication program, 
called the Talker, or an X-windows based program, called 
NeuroComm, supports this communication. Remote users 
are shown in the NeuroComm window in Figure 2. This 
interface allows one neurophysiologist to oversee all the 
clinical activity for which he or she is responsible. 

Report is generally used to review and print waveforms 
after a procedure has been completed. It combines the 
annotation capabilities of Display, the trending facility of 
View, and a capability to generate a standardized report 
showing selected waveforms and the annotations. 

The Talker program permits multiway audio communi- 
cation-typically between neurophysiologists, neurotech- 
nicians, and MedNet support staff-using the hardware 
available on MedNet nodes. Audio packets are transmitted 
through UDP (user datagram protocol) sockets. 

Communication protocol 
The MedNet communication protocol (MNCP) manages 

network support for distributing neurophysiological 
information. MNCP is a distributed-group process- 
management system that provides a global naming and 
location service, general communication primitives, and 
group membership functions. It also establishes a trans- 
port service for real-time neurophysiological data. This 
implementation uses Network Computing System remote 
procedure calls and Unix domain sockets. MNCP services 
are available to MedNet clients, such as View and Display, 
via library calls. 

The interface to MNCP on each MedNet node is through 
a local Information Service Daemon (ISD). MNCP uses a 
Data Location Daemon (DLD) for a central naming and 
location server. The DLD contains directories and loca- 
tions of cases and announcements about new cases or 
cases no longer available. 

MNCP clients send and receive data through their local 
ISDs. Every neurophysiological data transfer, via the net- 
work, is directly from one ISD to another. Each time an 
ISD starts, it registers itself with the DLD. MNCP clients 
then register themselves with their local ISDs. Clients can 
obtain case directories by making calls to their ISDs, open 
or close cases, and perform data reads and writes. On 
behalf of a client, an ISD can also request information 
about cases that are available remotely and ask the DLD 
to inform it when a new case becomes available. The DLD 
maintains this knowledge through information it receives 
from ISDs. 

File system 
Data acquired by MedNet is stored on and retrieved 

from disk files in the Neuro Data Structure file format. 
Built on top of the Network File System, NDS files consol- 
idate all data related to a given case. Different data streams 
for a case are stored in individual files. A channel manager 
structure identifies and manages data streams. This struc- 
ture contains information for each data type in a header 
and handles variable-length records. The file header con- 
tains information for synchronizing the data streams. Data 
types are currently defined for classes of neurophysiolog- 
ical, physiological, anesthesiological, audio, video, and 
imaging data. 

A software library called Neuro Data Format (NDF) sup- 
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ports NDS file input and output. NDF lets a calling appli- 
cation access all NDS data objects through the same func- 
tion calls, regardless of file type. Furthermore, the calling 
application does not need to know where the data resides. 
In this manner, NDF functions as a location-transparent 
file system. Depending on the data type and application 
choice, data can be returned in integer, real, scaled, or a 
completely unstructured format appropriate for multi- 
media playback. 

EXPERIENCES WITH PHASE I 
MULTlMEDlA MEDNET 

NeuroNet has been in continuous, active use since 1985, 
and Phase I MedNet enhancements have been in use since 
early 1992. MedNet can be classified as a soft real-time 
system, even though it doesn’t use real-time scheduling 
for any of its components. Real-time scheduling is not 
needed, partly due to the specialization of MedNet com- 
ponents, such as digital signal processing (DSP) boards 
and video and audio boards, which tend to function inde- 
pendently and therefore do not compete for resources. 

We have learned by using Phase I MedNet that the range 
of end-to-end and synchronization performance require- 
ments for a real-time call have more to do with the context 
in which a call is placed than the media types involved in 
the call. (A multimedia call is a single session of logically 
related data streams, potentially between multiple senders 
and receivers.) Collaboration in MedNet includes two 
broad types of activities.6 One communication type is 
essentially multiparty interactive, where several partici- 
pants discuss a particular situation or problem. This 
requires that the communication latency be short enough 
not to affect the collaboration. Another type of activity is 
long-term monitoring of a situation with only an occa- 
sional need for multiway interaction. This communication 
type can tolerate longer communication latencies and still 
perform adequately. Similar requirements exist for the 
synchronization of media types. Some applications (such 
as teleconferencing) require tight synchronization, while 
others (such as coordination of video data with the digi- 
tal display of neurophysiological data) can tolerate looser 
synchronization. Finally, privacy and security are impor- 
tant in this environment. Participants in a collaborative 
setting, as well as those whose actions are being moni- 
tored, should be aware of one another, both to avoid need- 
less effort in communicating and to maintain assumed 
standards of privacy. 

These application requirements suggest that call man- 
agement should let the performance requirements of the 
media types within the call and of the call itself (collabo- 
rative, monitoring, and so on) determine the system sup- 
port level. Furthermore, call management semantics 
should appropriately address privacy, mobility, and a 
heterogeneous equipment base. We have developed a 
communication management system, the Distributed 
InterProcess Communication System (DIPCS), that meets 
the requirements of MedNet and other similar multime- 
dia systems. 

DESIGN OF PHASE II MEDNET 
Phase II MedNet provides a command and control sys- 

tem for surgeons and neurophysiologists that handles all 

MedNet information through a unified digital system. 
Phase II MedNet will run over a high-speed digital back- 
bone, such as an ATM (asynchronous transfer mode), that 
can offer real-time performance. 

Since the functional requirements for the current 
MedNet implementation have proven to be satisfactory 
and need not be changed, the major challenge in imple- 
menting Phase II is to develop effective communication 
control. A unified communication control system is 
required, since all information sources within the system 
will be digitized. The control mechanism provides a sim- 
ple programming abstraction to simplify management of 
multiparty collaboration and interaction patterns. It also 
specifies and controls real-time connections in the antici- 
pated BISDN-type (Broadband Integrated Services Digital 
Network) environment. 

Distributed InterProcess Communication 
System 

Phase II MedNet uses the DIPCS model for connection 
and communication management.5 This model has three 
basic objects: a multimedia device abstraction model, 
stream model for the devices’ communication character- 
istics, and a process group model for controlling commu- 
nication management and multiparty collaboration. 

The DIPCS model is one of several distributed multi- 
media system models that represent hardware and soft- 
ware multimedia devices in an abstract way, and enable 
separation between general device control and a particu- 
lar communication instance of the device.7 However, 
unlike other models, DIPCS is designed as a general- 
purpose, end-to-end, connection-level management tool, 
targeted toward a real-time network that can offer per- 
formance guarantees via resource allocation. Further- 
more, DIPCS uses a distributed multimedia process group 
model for all call management. This simplifies controlling 
collaboration patterns within MedNet. This is in contrast 
to some real-time connection management tools that 
neither specifically target real-time networks nor provide 
group operations for control of multiple multimedia 
communication streams (for example, see Schulzrinne 
et a1.8). 

DIPCS DEVICES AND STREAMS.  Multimedia process- 
ing devices are often highly specialized (for example, dig- 
itizing video cameras, speakers, and so on). As a result, 
multimedia devices tend to be unidirectional; they can be 
senders or receivers, but not both. This also applies to mul- 
timedia capture and display equipment, which may be 
embedded in a conventional workstation. We refer to mul- 
timedia devices as either media sources or media sinks. 
(This includes multimedia information produced entirely 
in software, such as computer-generated animation.) 

From a communication standpoint, different types of 
sources and sinks are distinguishable by the data stream 
on and the speed at which they operate. DIPCS represents 
sources and sinks of multimedia information through a 
device abstraction. Each device represents a communica- 
tion endpoint for a source or sink. The actual endpoint may 
be a buffer in computer memory or a hardware device 
directly connected to the network. Each instance of a 
device’s communication requirements is represented to the 
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network by the use of a stream. Each stream contains a mes- 
sage rate specification h and a reliability parameter a. 

A multimedia site is a collection of streams along with 
their associated devices. A site represents a work area, such 
as a workstation or diagnostic lab, that can be under one 
user’s control. Sites associated with users become mem- 
bers of AlphaDeltaPhi (ADP) groups. 

DIPCS ADP GROUPS. The use of process groups and 
group-level communication offers a powerful operating- 
system-level abstraction for developing and controlling 
cooperating processes in a distributed system.9 Basic com- 
munication and connection level management in DIPCS is 
accomplished through an ADP group. The parameter a 
refers to the percentage between 0 and 1 of a stream’s mes- 
sages that must be delivered over each synchronization 
interval with a delay of no more than A. The 
parameter A is the maximum end-to-end 
delay that messages can suffer in the net- 
work, and @  is the synchronization interval 
for a group connection. The synchroniza- 
tion interval is the time required to present Each 

a multimedia playbackunit, such as a video 
frame. Different values for a imply differ- 
ent performance requirements from the 
underlying network. 

ADP groups are related sets of cooperat- 
ing processes whose communication is 
supported by a spectrum of quality-of- 
service and message-delivery options 
coexisting in one group. Connection man- 
agement at the group level is useful for sev- 
eral reasons: 

l Group communication is a well-under- 

resources, since routes to sinks with lower QoS levels 
require fewer network resources. 

ADP groups contain a collection of entities, called 
comends (communication endpoints). Each comend is a 
pair <user, site>. A user may correspond to a human user 
or to some process that controls a system activity (for exam- 
ple, a database server). The user process has the required- 
system level of security privilege that allows it to use the 
site’s computer and communication resources. The user is 
the entity at which all group membership actions are 
resolved (such as Join, Quit, Forward, and so on). Figure 3 
shows the relationship of devices and streams to a comend. 

An ADP group G with k members is defined as a set G  = 
<A, @, comend,, . . , cornend,>, where A is the group’s 
maximum end-to-end delay and the value of $ is the syn- 
chronization interval, which depends on the application’s 

site is a loglcal f 4 \ 

that has access 

stood distributed programming concept. ~~~ .~~ ~ _-.~ 
l Naming and routing information for Figure 3. A  member of an AlphaDeltaPhi (ADP) group is called a 

group communication is supported in a comend (communication endpoint). Each comend is a binding of a 
general distributed system environment. site, which represents a work area, to a user process. Sites contain 

l ADP groups can be added with relatively devices, which are general representations of mult imedia equip- 
little overhead to an existing group man- ment, and streams, which are communication instances of 
agement system. devices. 

l Based on four quality of service (QoS) 
parameters (a, A, $, h), a network 
request specification can be immediately produced. synchronization method. The network ensures that end- 

to-end delay of messages is less than A and jitter is limited; 
There are two message classes, control and data, that therefore, synchronization can be guaranteed. We have 

can be sent to an ADP group. Control messages involve developed a network support scheme to provide guaran- 
basic group management functions. Data messages in ADP teed performance for an ADP group connection.5 The ini- 
group communication have a-reliable semantics, where tiator of the group sets A and I$ for the group. 
a reflects the degree of on-time delivery guarantees To send or receive data messages from an ADP group, a 
required by the underlying application. For the network comend must be part of that group. ADP group member- 
to guarantee an a greater than 0, the ADP group commu- ship, which is granted only if all current group members 
nication network model uses resource reservation. explicitly approve the new member, is closed. The closed 
Communication that is ct reliable implies that all partici- group requirement stems from the nature of collaborative 
pating sites can achieve the same quality of service even work, common assumptions about working environments 
though all active members do not receive the same mes- and privacy, and our experiences with MedNet. The prin- 
sages. It also means different multiple sinks of the same ciple is, “If I say something, I should know who I am say- 
source data stream can receive a different QoS level. ing it to,” and “If I hear something, I should know who else 
Because it is not realistic for the source to send multiple is hearing it.” 
streams to each sink, different QoS levels can be supported After a group has been formed, an application sends a 
at the network level. This enables better use of network request to join a group by calling Join (group-id). Based 
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on the encapsulated stream types, the appropriate 
source/sink connections in the network are made. These 
connections are between streams of opposite direction (for 
example, sink to source) but of the same type (for exam- 
ple, video). Multiple source streams can be connected to 
a single sink stream (for example, multiple audio source 
streams can be connected to a single audio sink stream). 
This mixing mode is device specific. The group connec- 
tion causes the allocation of the appropriate network 
resources. DIPCS provides other group membership prim- 
itives, such as Quit, Hold, Resume, and Forward. 

Each time a comend is instantiated, it is associated with 
a Connection Manager and a Group Process Manager 
(GPM). Each CM handles group membership actions and 
maps and controls streams and devices. Phase I Infor- 
mation Service Daemons (ISDs) will be merged into Phase 
II CMs to provide information about local cases. The GPM 
handles the network control portion of ADP group sup- 
port. After a connection is accepted by the CMs, the GPM 
inserts the group name into the network naming system 
and establishes a communication tree linking comends 
together. The GPMs use the global naming service that the 
Phase I Data Location Daemons (DLDs) provide. Based on 
the encapsulated characteristics of the media sink streams, 
the GPM calculates the required network support level. 
Figure 4 shows the relationships between the various com- 
munication managers. 

EVALUATION 
Phase I MedNet is an example of a working collaborative 

multimedia system that integrates a variety of real-time 
data streams. Extensive system use has clearly demon- 

strated the medical benefits of remote access to sophisti- 
cated medical diagnostic procedures: 

l Remote simultaneous monitoring of many cases makes 
optimal use of the staff neurophysiologist, who is the 
limiting resource in providing clinical services. 

l Simultaneous display of all cases at multiple sites lets 
multiple observers monitor each case. This routinely 
enables continuous observation by both the technician 
in the operating room and the staff neurophysiologist, 
who may be at any location where the voice, data, and 
video are available. Simultaneous monitoring by mul- 
tiple individuals minimizes oversights or delays in rec- 
ognizing a change in a patient’s nervous system. 

l Remote simultaneous display promotes collaboration 
between staff neurophysiologists. This feature is espe- 
ciallyvaluable when data interpretation is problematic 
or when the case load is too great for a single staff neu- 
rophysiologist. 

Group Process Manager 

Phase II MedNet will continue to run on the fastest avail- 
able workstation using conventional Unix operating sys- 
tems. As system designers, we will not limit the number of 
applications running at once on a workstation to maintain 
a certain quality-of-service level, but will leave this deci- 
sion to individual users. However, this philosophy does not 
apply to the underlying network, where multiple users 
compete for resources and where congestion and overload 
can rapidly degrade performance for all system users. 

The major challenge in implementing Phase II is com- 
munication control. The DIPCS process group abstraction 
and programming model for distributed multimedia sys- 

tems provides appropriate connection- 
level management for MedNet, and is 
being used for communication control. 
DIPCS supports Phase II MedNet commu- 
nication semantics by 

\ 
IDLD/ 

and maintains groups 

Connection Manager’ 
I 

( Connection Manaqer 

l letting the performance characteris- 
tics be set on a per call basis, 

l having a closed group membership 
protocol, 

l providing primitives appropriate for 
collaboration management, and 

. reducing the complexity of distributed 
application development. 

Another important problem which must 
be resolved for Phase II MedNet is how to 

Handles group membe / DLD Data Locatlon Daemon 
ISD Information Serwce Daerrcr- manage collaboration patterns and the 

! MNCP MedNet 
commumcation protocot 

J 

associated information glut. MedNet con- 
tinues to increase its functionality in terms 
of neurophysiological monitoring capabil- 
ities. Users change location or are added 

Figure 4. The Distributed InterProcess Communication System to the system, and system connectivity 
(DIPCS) communication management, showing the Connection increases. This connectivity is complicated 
Manager and the Group Process Manager. The CPM handles the by the fact that not all nodes have the 
network control portion of ADP group support and relies on the same workstation and network capabilities. 
naming service provided by the Phase I MedNet DLD. Each CM Some mechanism must be employed to 
handles group activities such as group membership actions, and automatically manage information over- 
maps and controls streams and devices; it uses the Phase I load and mediate the system’s collabora- 
MedNet ISD to handle local cases. tive aspect. This must include the capability 
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to distinguish between critical and noncritical collabora- 
tions and discussions. 

We are working on an information-filtering and user- 
profiling scheme for Phase II. This will transparently sup- 
port varying classes of users working in different settings 
under different constraints. A class of users might be neu- 
rophysiologists or graduate students. The settings are the 
physical resources available to a user, such as a worksta- 
tion or a videophone hookup. The constraints refer to the 
time requirements and priorities of the tasks users under- 
take-for example, monitoring active cases. The user pro- 
file tracks not only user types such as neurophysiologists 
but also individual user sophistication, to generate appro- 
priate interfaces. I 
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