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his article focuses on a specific
I medical application at the Center
for Clinical Neurophysiology at
the University of Pittsburgh. The applica-
tionis served by Neuronet, a large software
package integrated with 80 computer
workstations and instrumentation. It pro-
vides both off-line and real-time capabili-
ties. The application addresses many prob-
lems that must be solved for computer-based
systems that function in the medical envi-
ronment. The application’s real-time com-
ponents can be life critical; the administra-
tive support elements interact in a complex
fashion with the life-critical ones.

The center provides diagnostic and in-
traoperative monitoring services through-
out the university health center. These
services assess patients’ central and pe-
ripheral nervous system function using
electrophysiological and vascular mea-
surements. The numerous staff-level clini-
cians who participate in the service are
academicians with individual research in-
terests and styles in administering proce-
dures. Thus, Neuronet has been configured
to provide a host of readily accessible and
continually expanding tools for running
clinical neurophysiology studies.

System overview

The environment in a tertiary health care
center such as the University of Pittsburgh
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University of Pittsburgh

Neuronet provides
immediate access to
real-time life-critical

data being acquired at
multiple sites across
the health center and
allows one
neurophysiologist to
simultaneously monitor
multiple surgical
procedures.

medical center requires provision of ser-
vice without delay or inconvenience to the
referring physician at all times. Although it
is expensive to provide enough equipment
to cover peak times, the primary difficulty
is in providing competent staff neurophys-
iologists to oversee multiple simultaneous
procedures throughout the complex.

The university’s health center encom-
passes seven hospitals. At any time, a doz-
en or more procedures may simultaneously
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require a neurophysiologist’s supervision.
To enhance the observational ability of the
staff neurophysiologist on call, a variety
of remote capabilities were incorporated in
Neuronet, including manual remote dis-
play, automatic remote display, and manu-
al remote-message passing.

The sequence of events that occurs to
initiate, provide, and support clinical neu-
rophysiology services is as follows:

(1) The physician orders a diagnostic
study or intraoperative monitoring.

(2) The study is scheduled with the pa-
tient.

(3) Staff and equipment resources are
committed and positioned at the designat-
ed time and place.

(4) The patient is brought to a staffed
diagnostic laboratory, or staff and equip-
ment are brought to the operating room at
the appropriate time.

(5) The study is obtained.

(6) A report is generated, and a note is
entered in the chart.

(7) The data are archived.

(8) A bill is generated and dispatched.

The network of person-to-person trans-
actions that enables this sequence is shown
in Figure 1. This sequence of events is
facilitated by conceptualizing the basis of
the service as a local area network (LAN).
The overall system is run on this network
inadistributed environment. The file system
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Figure 1. Summary of transactions in the neurophysiology group. The distribut-
ed-microproccesor network and its supporting personnel (below the dashed line)

are transparent to the user community (above the dashed line).

is decentralized, the database is distribut-
ed, and servers for diskless nodes are placed
in pairs to provide redundancy in case of
hardware failure. The network has a 10-
megabit-per-second Ethernet backbone
(IEEE 802.3) with proprietary 12-mega-
bit-per-second token-passing-ring subnet-
works from Hewlett-Packard/Apollo. Fig-
ure 2 shows the currently operating network
of computer systems in the health center.

Attached to the LAN are both fixed and
portable computers, each associated with
appropriate electronics for providing ser-
vices for which that equipment rack will be
used. This network of machines provides
the following key capabilities:

* scheduling,

* applying stimuli with simultaneous data
acquisition,

* computer processing for arithmetic data
manipulation and display,

« archiving data,
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* managing resources, and
* billing.

Neuronet applications span a wide spec-
trum of real-time performance requirements.
In the operating room, evoked-potential
acquisition, processing, and immediate
display can be life critical. For other
functions, brief delays are tolerable, for
example, for database interactions while
scheduling a patient over the telephone.
Still other functions can be performed off
line, for example, archiving data, manag-
ing resources, billing, and generating re-
ports. In addition to time considerations in
designing the system, reliability in the face
of regular software and hardware upgrades
is a key system requirement.

Hardware upgradeability was one of the
primary requirements that led to the use of
a LAN. Software upgradeability is main-
tained by conforming to the spiral life-
cycle model! for software development with

a sequence of more and more extensively
exercised installations provided to the user.

For scheduling, managing resources,
generating reports, billing, and eventual
direct interfacing to the main hospital in-
formation system, a Codasyl (Conference
on Data Systems Languages) database was
chosen and integrated with the software
package. The real-time applications include
a wide and constantly expanding set of
signal processing capabilities. In addition
to local processing, a sequence of innova-
tions has been introduced that enables re-
mote real-time data display. Data can be
acquired at one location on the network
and displayed simuitaneously in many oth-
er locations, both across the network and
over voice-quality telephone lines. A sig-
nificant portion of the program develop-
ment effort has focused on the develop-
ment of an effective and well-organized
human interface that is used consistent-
ly throughout the software package.

The practice of clinical neurophysiolo-
gy includes a wide range of diagnostic and
monitoring techniques.>? Diagnostic
techniques include neuroelectric measure-
ments from muscle, the scalp, vascular
measurements, and others. A neurophysio-
logical measure provides information about
nervous system function, distinguishing it
from anatomical techniques that provide
information about structure — for exam-
ple, computed tomography, also known as
CT.

The intraoperative neurophysiological
techniques are primarily based on electri-
cal measures, although the direct depen-
dence of nervous system function on blood
supply calls for blood-flow measurements
in some cases. The electrical measures of
interest have relatively short time con-
stants, on the order of 1-10 milliseconds.
However, the electrical environment in the
operating room is noisy, and there is back-
ground electrical activity produced by the
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central nervous system. Therefore, most
neuroelectric measures taken in the operat-
ing room are collected over many seconds
and arithmetically processed to produce
interpretable information. This processing
includes averaging, digital filtering, and
estimation and background noise removal
for single trials.*

Case example

The aorta, which supplies blood to most
of the body, including the brain and spinal
cord, is abnormally narrowed in some chil-
dren. Repair usually requires cross clamp-
ing — that is, clamping the vessel on either
side of the narrowed area, removing the
narrowed area, and rejoining the severed
vessel. In a small percentage of coarctation
repairs, about 1 in 300, the spinal cord does
not tolerate the loss of blood supply that
occurs with an aortic cross clamp. To pre-
vent spinal cord injury, cord function can
be monitored by repeatedly applying elec-
trical stimuli to sensory nerves in the lower
limbs and recording the response of the
central nervous system at the scalp. If the
neural pathways that carry this evoked re-
sponse — including the spinal cord — are
compromised, a change in the response
will be detected.

The evoked response at the scalp is about
5 microvolts and appears on a background
of normal brain activity of 20 to 100 micro-
volts. To extract this small signal from the
background and electrical noise in the op-
erating room, it is necessary to present
many stimuli, typically 70 to 120, and
process the response to each stimulus to
produce an interpretable response. At a
stimulus rate of 3 to 5 hertz, an interpret-
able evoked response is obtained every 20
to 35 seconds, providing relatively rapid
feedback to the surgeon regarding spinal
cord function.

Figure 3 shows sample results from a
repeat coarctation repair in a 12-year-old.
As indicated by the arrows in Figure 3a,
responses from the beginning of the case
until the moment of aortic cross-clamp
application were consistent. As soon as the
artery was clamped, the waveform lost its
consistency (traces 86 to 89). The surgeon
immediately removed the clamp, and the
responses returned. To maintain blood flow,
the surgeon then placed the vessels that
supply the spinal cord on a pump that
bypassed the aortic cross clamp. Figure 3b
shows that the response remained stable
following bypass placement, even with the
aortic cross clamp.
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Figure 3. Case example. Shown are two intraoperative monitoring displays of
peroneal nerve responses to twin-pulse stimulation. These displays are available
during the case both in the operating room and at any node attached to the net-
work. Responses were obtained during critical moments in an aortic coarctation
repair procedure in a 12-year-old girl. Each stimulus consisted of a shock to the
left peroneal nerve followed 100 milliseconds later by a shock to the right pero-
neal nerve. Stimulus artifacts are prominent at the 0 and 100 milliseconds marks
in each trace. A total of 128 responses were averaged for each trace. The record-
ing electrodes were located at International 10/20 System placements Pz (active)
and Fz (reference). Positive voltage is represented upward. Time and voltage
scaling are shown at the bottom. The number of each trace and the clock time at
which it was obtained are shown at the left. Note that traces proceed in temporal
sequence from the top of the figure to the bottom. Comments entered by the
technician during the case are shown at the right. Two superimposed baseline

spinal cord compromise due to aortic cross
clamping in only 1 out of 300 cases, the
intraoperative monitoring, although time

Remote capabilities

A coarctation repair typically lasts three
tofive hours, with responses obtained about
every 45 seconds. Since there is significant

critical, is a vigilance task. There are other
cases in which the contribution is more
immediate and occurs with much higher
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traces obtained early in the case are shown at the top with the cortical evoked re-

sponse indicated by arrows.

Trace 86 (part a) was obtained during the first minute following aortic cross
clamp. Note the disintegration of this waveform compared with those that pre-
ceded it. The clamp was removed during the course of trace 87. The trace
showed some variability for several minutes due to dramatic blood-pressure

changes following aortic unclamping.

Traces 149 through 159 (part b) were obtained following aortic cross clamp
with a circulatory-assist bypass pump in operation. There was no significant
change compared with preceding traces other than what could be accounted for
by blood-pressure changes. The bypass pump was turned on at trace 148 as indi-

cated by the increased noise level.

probability. For example, in reconstruc-
tive hip surgery, the incidence of sciatic-
nerve palsy is approximately 1 out of 10
cases. In surgery for large acoustic neuro-
mas, the likelihood of facial-nerve palsy
and/or hearing loss is higher still. In those
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cases, monitoring is more efficient in terms
of the number of cases for which a contri-
bution is made, although the seriousness of
many of the potential complications is con-
siderably less. The value of multiple ob-
servers in a vigilance task, in addition to

the personnel resource considerations, has
stimulated the development of a set of
remote display capabilities. Although the
need for these capabilities has been recog-
nized, there are few reports available and
limited development of such capabilities
to date.>’

All remote capabilities are implemented
through files that can be accessed from
anywhere on the network. Although this
approach is slightly slower than one in
which messages are passed directly from
processor to processor, it is more conser-
vative of critical system resources: CPU
time, network time, and memory. This can
be seen by examining a remote display for
evoked-potential data thatis being acquired
in the operating room. The computer that
acquires and processes the data for local
display is a diskless workstation sitting in
aninstrumentation rack. Diskless machines
are used for several reasons:

(1) The instrumentation racks are
wheeled from room to room. Using disk-
less machines avoids the danger of me-
chanical damage to a Winchester disk.

(2) They are less expensive.

(3) Using disks in fixed machines as-
sures that all disk space will be accessible
at all times.

(4) The machines that run in the operat-
ing room are relieved of the CPU and bus
loading associated with disk services.

The instrumentation rack workstations
perform the following functions:

* data acquisition and stimulus presenta-
tion;

s artifact rejection via several algorithms,
including a primary clipping algorithm;

* signal averaging;

« digital filtering, when selected;

* plus/minus averaging, when selected
(this is a noise estimation procedure);

e initiation of file storage of completed
evoked responses (completion is de-
termined when a set number of nonar-
tifact-contaminated trials are aver-
aged);

* initiation of ongoing disk storage of
the partially completed evoked re-
sponse to a special place in the file
every three seconds;

¢ constant update and display of the
ongoing partially completed evoked
response; and

¢ constant update and display of the
completed evoked responses in wa-
terfall form, compressed-spectral
form, or density-spectral form.
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Figure 4. Typical operating room display during evoked-response monitoring. The upper left panel shows the current, par-
tially completed, evoked response (solid line) superimposed on a baseline evoked response from the beginning of the case

(dotted line). Note that the current response is delayed by 0.5 milliseconds compared with the baseline. The lower left panel
shows all the parameters and controls for acquiring evoked responses. Note that the stimulus frequency is 9.3 hertz, the ob-
servation interval is 10 milliseconds, etc. These are typical parameters for acquiring brain-stem, auditory evoked responses
as shown here. The upper right panel shows a waterfall display of evoked responses acquired over the past several minutes.
This window is similar to those shown in Figure 3.

Figure 4 shows the display from an in-
strumentation rack workstation that acquires
and displays evoked-response data. The
server node — from which the diskless
node is booted — performs all data-storage
functions. If a remote node elsewhere on
the network requests data from the file, the
server handles the request, thus relieving
the diskless node from further computa-
tional or other burdens. The file can be
opened for read-only access by multiple
nodes across the network, or even across
the Internet using FTP (file-transfer proto-
col). The file is opened by a process run-
ning on a node elsewhere on the LAN from
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which a user wishes to view the data ac-
quired in the operating room; the data is
read and displayed as the remote observer
wishes. The remote observer can also ac-
cess the ongoing, partially completed,
evoked response.

Automatic remote viewing is accom-
plished by a shell script. Data from intraop-
erative monitoring and diagnostic studies
are stored in a specific subdirectory on
each server. The shell script searches this
subdirectory continuously on all network
servers. Any time it finds a file that has
been updated in the last 10 minutes, it
brings up a copy of the remote display

process with all display parameters auto-
matically set to appropriately display the
data. A window is created on the screen of
the automatic remote monitoring node that
continuously updates the display as new
data is saved by the diskless acquisition
node in the operating room or diagnostic
laboratory. If a file goes more than 10
minutes out of date — that is, the case or
diagnostic study is over — the shell script
terminates the remote display process and
clears the screen space for another display
process. Thus, a dynamically changing
picture of all the studies across the network
is maintained automatically and continu-
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Figure 5. Typical remote monitoring display. This figure shows a display obtainable from anywhere on the network. The
small box at the lower right corner contains a process that is automatically and continuously searching for active operating
room or diagnostic studies. The four small windows containing waterfall displays were spawned by this process and display
one ongoing diagnostic study (upper right corner) and three operating room cases. The two text windows at the top show a
manuscript in preparation. The figure in the center was produced using the process shown in the lower left window.

ously by this automatic remote display
function. From any node on the network, a
single neurophysiologist can oversee all
the clinical activity in the health center for
which he is responsible, while at the same
time maintaining other activities. A typical
display from a remote monitoring node is
shown in Figure 5.

Remote message passing is carried out
through the remote display processes and
can be initiated from anywhere on the net-
work. Messages can be sent in both direc-
tions and appear along with a bell that
sounds to alert the user. In this way, the
staff neurophysiologist can communicate
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quickly (one to two seconds) and at will
with any operating room and with multiple
technicians.

These remote capabilities constitute par-
tial surveillance of events that occur in the
operating room and diagnostic laboratory.
To extend these functions, we plan to add a
private phone system and a local cable TV
network controlled through the same mouse-
driven button. Extending the neurophysio-
logical data transmission functions to the
multimedia ones that are under develop-
ment® will significantly improve a single
neurophysiologist’s ability to effectively
monitor multiple simultaneous procedures.

Signal processing

In each acquisition and display routine,
there are multiple hooks provided for sig-
nal-processing capabilities. In most pro-
grams, the user can access these capabili-
ties through mouse-driven push-button
menus. New signal-processing schemes are
added by adding subroutines to the code.
The user invokes these schemes by click-
ing on new lines that appear in the menus.
In display routines, whenever signal-pro-
cessing functions are invoked, the raw sig-
nal is also displayed. This assists in recog-
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Figure 6. Typical demographics display. Three copies of the demographics database routine are shown to demonstrate pro-
gram features; in normal use, only one copy is used by one user. The three windows represent three records in the top two
layers of the data structure shown in Figure 7. The upper left window shows the menu of items used to enter or display a
patient. The lower left window shows the menu of items used to enter or display the patient’s diagnoses. The lower right
window shows the menu of items used to enter or display an exam. Note that only one record can be displayed at a time,
but that the parent and offspring records of the displayed records are shown in the lower left panel. This panel can be used
at any time to transit the data structure. The upper left panel contains one key item from each parent and grandparent

record.

nition of any distortion that may be intro-
duced by the signal-processing techniques.
It also facilitiates the recognition of the
signal features for whose enhancement the
signal-processing technique has been ap-
plied.

An arbitrary digital filter can be applied
to any signal under study. Digital filters
are stored in files that can be selected
from a menu. A new filter can be defined
by invoking the function for that purpose.
Additional signal-processing capabilities
that have been included in one or more of
the acquisition or analysis routines include
frequency analysis using Fourier trans-
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form or discrete Wigner Ville time-fre-
quency representation, notch filtering
using regression, plus/minus averaging
on alternative epochs to provide a mea-
sure of background noise, and others. A
variety of other techniques are being
studied and developed in prototype rou-
tines. In addition to signal processing,
several different display modalities are
provided, depending on the program. For
example, for spontaneous brain activity,
auser can select raw display, compressed-
spectral array, density-spectral array, fast
Fourier transform averaging, or time-
frequency density spectra.

User interface

The user interface was designed to be
easy to learn and use and to respond rapid-
ly. In most cases, it is a mouse-driven
interface. Parameters are set by clicking on
arrows that raise or lower them. When a
parameter is set to a nonstandard value, the
user types in the desired value. All mouse
buttons are used in a standard way across
all programs. Clicking the left button en-
ables a selection. Clicking the right button
obtains a short help message for the item
selected.
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For prototype program development,
much work was done with a terminal inter-
face. This assisted in rapid conversion of
programs that were developed on main-
frame computers with terminal access only.
More recently, prototyping with the mouse-
driven interface has been used because the
programming tool for this interface, Domain
Dialogue, allows rapid development of
prototype software. An additional advan-
tage is that using a mouse-driven button
interface from the beginning provides a
first cut at the final user interface; thus, the
final software version is one step closer to
completion.

User-interface development was an im-
portant motivating factor in the use of an
evolving prototype software model. This
model has enabled numerous revisions of
the interface in response to input from a
wide variety of users around the health
center.

User interface examples are shown in
Figures 4 and 6. Figure 4 shows the inter-
faces for the evoked-response acquisition
and waterfall-display programs. Figure 6
shows the interface for the D3M-based
program to enter and access demographic
information (see Database). Figure 4 shows
that critical real-time functions, such as
starting and stopping the acquisition and
saving an epoch, are large and easily iden-
tified. Additional functions are presented
in other buttons. For example, the user can
select a baseline epoch from an arbitrary
file anywhere on the network, a variety of
digital-filtering techniques, numerous data-
display options, etc.

Database

This package required the following
functions of a database management sys-
tem integrated with real-time acquisition
and processing:

* storing demographic information,

* documenting and tracking real-time
data, and

* storing secondary variables defined
during data scoring as part of the effort
to produce a report.

The secondary variables include peak
heights and latencies from evoked poten-
tials, a variety of blood-pressure and ve-
locity measurements from trans-cranial
Doppler, and English-language comments
and interpretations that can be integrated
as part of a report.

The database management system that
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was chosen was bundled with the Hewlett-
Packard/Apollo workstation software,
D3M. D3M is a Codasyl database with a
number of special features that make it
attractive for development.

D3M is distributed; access to it is pro-
vided by server processes running on nodes
all over the network. Many users can si-
multaneously access a particular database
at any time. Any collisions — attempts to
change the same record by multiple users
at the same time — are adjudicated by the
server processes. Furthermore, a database
can be divided among many files existing
on separate disks across the network. This
provides considerable latitude in con-
structing redundant records for robust op-
eration in case of disk failure.

The system software provides access to
D3M via calls from a variety of program-
ming languages, including Fortran, C, and

Pascal. In addition to this access, all calls
that involve transactions to D3M contain
English-language statements that describe
what is to be done. Thus, each call that
includes a transaction is documented in the
call itself.

The typical Codasyl data structure shown
in Figure 7 was developed to support these
functions. This data structure provides tre-
mendous flexibility for storing data in an
organized fashion while providing rapid
access through a hash table. It is integrated
with other software components to enable
multiple access at multiple levels for dif-
ferent functions.

Access to the upper layers is via the user
interface shown in Figure 6 or, more com-
monly, through the real-time acquisition
program and scoring programs. For exam-
ple, the computer can sense the amplifier
gain and filter settings during evoked re-

Exam II Address I

l Telephone l I Physician | ﬁiagnosis |

[ Modality I | Medication ] f Instruction l

—

| Testfile | |Verba| score| l $Specialty [ I$Exam_place| |$Fi|e_place|
| Subtest I |File Iocationl Iﬁ)iagnosis | I $Physician I

——

[ Epoch range] | Explanation |

]7$Modality ] |$Md_address| I$Md_phone]

—

—

[ Channel Il Score | [ $Subtest | | $File_ext |
$Peak_name

Figure 7. The Codasyl data structure used in Neuronet. Each element in the dia-
gram is called a record and is composed of one or more items of information.
Records are owned by records above them in the diagram. There can be multiple
versions of a particular kind of record attached to a single record above. For ex-
ample, each patient can have multiple exams, physicians, etc.; each exam can
have multiple modalities, etc. The items in the records in the upper two layers
of the structure on the left contain demographic information. These layers are
primarily accessed through the user interface shown in Figure 6. The lower lay-
ers are for storing waveforms or other scores, amplifier settings, and other pa-
rameters used for specific tests. The records on the right whose names begin with
a dollar sign contain both site-specific items (for example, names of physicians)
and generally useful information (for example, common interpretation phrases).
These items can be changed only by the system administrator.
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sponse and electroencephalogram studies.
Once a study is done, these values are set in
the database for the permanent record.
These parameters can be changed from one
epoch (complete averaged evoked response)
to the next, and the new values will also be
stored. Conversely, previously stored pa-
rameters can be used to automatically set
up a study. Parameters that can be con-
trolled through the database include ampli-
fier gain and bandpass, acquisition rate,
stimulus rate, and others.

Reliability and
upgradeability

The software package was originally
developed on LSI-11 (Digital Equipment
Corporation) computers attached to an
Ethernetbackbone.® The software was then
ported to a workstation environment. At
the same time, the Ethernet backbone was
extended with token-passing-ring subnct-
works.'® Development continued in this
multiprocess programming environment to
the form described here. To carry develop-
ment forward efficiently and dependably,
while maintaining the functionality of the
computer network on a day-to-day basis,
the spiral life-cycle model has been used.!

Each software unitis treated as an evolv-
ing prototype. New functions are devel-
oped as stand-alone routines or as subrou-
tines that are used in a variety of ways.
However, new routines are always backed
up by the tried-and-tested routines that
form the service’s bread-and-butter func-
tions. As new functions are developed and
tested for their functionality and user in-
terface, a professional applications pro-
grammer incorporates them in the standard
package and further tests them in the de-
velopment laboratory.

A sequence of four complete software
installations is maintained at all times on
the network. If a previously unrecognized
catastrophic fault is present in a recent
software revision, a user can rapidly retreat
to a previous, better tested version. This
retreat is accomplished by logging out and
then logging in to the desired environment
through a different account name. A user
logging in to a particular environment is
automatically and transparently pointed to
the software revision corresponding to that
account name through a symbolic link.
This link is “soft” by virtue of a logical
environmental variable included as part of
the link name. This use of soft links en-
ables rapid installation and change of the
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software of a specific account by simply
changing the environmental variable. Al-
ihough this approach is cruder and siower
than the N-version approach to fault toler-
ance,!! itis functionally equivalent for this
purpose.

The four installations with their func-
tions are listed below:

(1) Betaneuro. Only one version of Bet-
aneuro exists on the network. Betaneuro is
the most recently revised software version
and is used under close programmer and
neurophysiologist supervision to test new
functions for utility, dependability, etc.

(2) Newneuro. Once Betaneuro is test-
ed by the neurophysiologists and deemed
useful for the operating room without close
technical supervision, Betaneurois installed
on every server in the network under New-
neuro. The installation of this and all other
versions of the software on the network
provides maximal robustness in the face of
potential network failure. If the Ethernet
backbone goes down, or if one server goes
down in an operating room ring, the soft-
ware is still available on a local server to
the diskless nodes running in the operating
rooms.

(3) Neuro. When Newneurois installed,
the previous Newneuro is moved to Neuro.
Thus, what is installed in Neuro is a ver-
sion of the software that has been exten-
sively tested — not only in the laboratory
but also in the full network environment in
the operating rooms and diagnostic labora-
tories under Newneuro. This environment,
Neuro, is the one that is routinely used to
support the clinical service.

(4) Oldneuro. Whenever Newneuro is
moved to Neuro, Neuro is moved to Old-
neuro, providing double redundancy in the
software.

In general, this revision scheme is one in
which modest changes are made for new
revisions. Big changes are made in only
one program at a time so that it is known
which program must be exercised most
thoroughly to validate the software revi-
sion. This development scheme has been
very effective in allowing software revi-
sions on a monthly basis. With this rapid
revision schedule, the software develop-
ment group can be very responsive to user
needs and, at the same time, maintain high
system reliability.

The present revision scheme has been in
operation over the past three years, since
moving to the workstation environment. It
has been used continuously and without
failure during monitoring of 4,000 sequen-

tial cases and 12,000 diagnostic studies.
There have been several network-wide
siowdowns associated with the reception
of large electronic mail messages from
China following the Tienamen Square in-
cident. Although these slowdowns caused
no system failures, as might be expected
from a chain reaction,!? they were dramat-
ic enough to require temporary shutdown
of the electronic mail capability.

his article describes an extensive

computer-based instrumentation

system used in a large tertiary
health care center. Many of the problems
whose solutions are presented in the con-
text of this specialized system are general-
ly encountered in computer-based medical
systems. Among these are expandability,
roboust operation in the face of potential
hardware failure, regular revisions without
reduction in dependability and with zero
down time, real-time response, and inte-
gration with an extensive data-base man-
agement system.

The solutions that are presented are gen-
erally applicable and demonstrably effec-
tive and economical. The system has been
used in its present configuration for more
than three years, not only in time-insensi-
tive applications — for example, data ar-
chival and report generation — but also in
life-critical applications in mulitple simul-
taneous procedures. ll
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